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Overview
What is Video Understanding?

SAMURAI: Before LLM

MovieChat: Long-form Video 

VDC: Detailed Video Captioning

VideoMMLU: Lecture Understanding

AuroraLong: Bring RNN Back



What is Video
Understanding
Video is a time-ordered stream of images, typically 24–60
frames per second, so it carries far more information than a
single image: motion, causality, and temporal context.

Video understanding is broadly useful across domains:
sports analytics, autonomous driving and drones, robotics,
healthcare (surgery/endoscopy), security, retail/ads, media
recommendation, education, and AR/VR.

In the past, a typical video understanding model could only
handle a single task, such as detecting anomalies, classifying
human actions, or tracking object motion.



The most popular tracking project ever.

LaSOT, GOT-10k, TrackingNet, NFS, OTB100, etc.

7,000 Stars on GitHub in 180 days

State-of-the-Art Performance

50 Citaions in 180 days

SAMURAI One of our work on traditional video understanding 

SAMURAI: Adapting Segment Anything Model for
Zero-Shot Visual Tracking with Motion-Aware
Memory

What’s next for video understanding?
with LLM!



Video LLMs

Connect ViT and LLM
Adapt from Image LLMs
Handle longer sequences
May need more compute
But less data

How We Connect?



MovieChat: From Dense Token to Sparse Memory for Long Video
Understanding Computer Vision and Pattern Recognition (CVPR), 2024

AuroraCap: Efficient, Performant Video Detailed Captioning and a
New Benchmark International Conference on Learning Representations
(ICLR), 2025

Video-MMLU: A Massive Multi-Discipline Lecture Understanding
Benchmark International Conference on Computer Vision (ICCV)
Workshop @ Findings

Some of our work on LLM-based video understanding 

AuroraLong: Bringing RNNs Back to Efficient Open-Ended Video
Understanding International Conference on Computer Vision (ICCV), 2025

MovieChat+: Question-aware Sparse Memory for Long Video Question
Answering IEEE Transactions on Pattern Analysis and Machine
Intelligence (TPAMI), 2025

Long

Detail

Knowledge

Efficient

https://scholar.google.com/citations?view_op=view_citation&hl=en&user=SL--7UMAAAAJ&citation_for_view=SL--7UMAAAAJ:zA6iFVUQeVQC
https://scholar.google.com/citations?view_op=view_citation&hl=en&user=SL--7UMAAAAJ&citation_for_view=SL--7UMAAAAJ:zA6iFVUQeVQC


First ever video understanding system that can take over 10,000 frames as input.

MovieChat



First ever long-form video understanding challenge hosted in CVPR 2024.

MovieChat



First ever evaluation system for detailed video captioning.

VDC



VDC with AuroraCap



5% tokens but 90% performace.

AuroraCap



AuroraCap



VideoMMLU



Can video LLMs really understand real-world lectures? NOT YET.

VideoMMLU



RNN can beat Transformers in Video Understanding.

AuroraLong



Can Sparse Attention performs well in Video Understanding? (Figure: DeepSeek NSA)

Something Ongoing
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