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Contributions

Video‐MMLU pushes LMMs to the limits—can the
model really understand real‐world lectures?

We build Video‐MMLU, which requires strong
reasoning capabilities and world knowledge
compared to the previous benchmarks for video
LMMs.
We evaluate more than 90 proprietary models and
open‐source models of varying sizes on
VideoMMLU. Our findings indicate that existing
models generally perform poorly, with accuracy
ranging from only 10% to 50%.
We explore how the number of visual tokens and
the base LLMs influence performance, offering
insights into the interplay between multimodal
perception and reasoning in lecture
comprehension.
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Total Captions: 1,065
Average: 488.9 words

Figure 1. Video detailed captions length distribution.
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Figure 2. Video length and keyframes number distribution.

Overview

The video features a person in a room with beige walls and white trim, wearing a dark cap.
The background includes a door and some furniture. Initially, the person begins to write
mathematical expressions on the right side of the screen, starting with '(2x) * (2x + 2) *
(2x + 4) * (2x + 6) = 13440'. As the explanation progresses, more terms are added…

In the description, where is the mathematical content positioned in the frame?

The mathematical content is positioned on the right side of the screen.

The answer is ‘On the right side’.

In the description, how is the original problem written algebraically?

(2x) * (2x + 2) * (2x + 4) * (2x + 6) = 13440

The answer is ‘(x)(x+2)(x+4)(x+6) = 13440’.

Perception Question 1:

Perception Question 15:

…

𝑠𝑝! hybridization allows for the formation of four different groups
attached to a carbon atom, which is a requirement for chirality.

Why is 𝑠𝑝! hybridization important in chirality?
Reasoning Question 1:

The answer is ‘It creates the tetrahedral geometry necessary for three-dimensional 
arrangements that can result in chirality’.

A chiral center is an 𝑠𝑝! hybridized carbon bonded to four different groups,
forming non-superimposable mirror images.

What makes a carbon atom a chiral center?"Reasoning Question 15:

The answer is ‘When it is connected to four different groups’.

…

LMMs

Mathematics

Physics

Chemistry

Figure 3. The benchmark includes multi‐discipline lecture videos in mathematics, physics, and chemistry, featuring theorem
demonstrations and problem‐solving. Evaluation consists of: (1) Review Notes, where models generate detailed video captions to
assess visual perception, and (2) Take Quiz, where models answer reasoning questions to test comprehension.

Influence of model size
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Figure 4. Relationship between model size and video
captioning performance. The shaded region shows the
confidence interval.
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Figure 5. Relationship between model size and video QA
performance. The shaded region shows the confidence interval.

Influence of LLM Architecture
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Figure 6. Relationship between captioning and QA across LLM.

Ability of Token Compression Models
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Figure 7. Impact of vision tokens number.

Our findings indicate that significant token reduction is
feasible while maintaining or even surpassing the per‐
formance of the base model. Despite efficiency gains,
a substantial gap remains between token‐compressed
models and the state‐of‐the‐art, indicating challenges in
preserving fine‐grained details essential for complex lec‐
ture reasoning with existing token‐compressed models.
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