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Motivation

Can Text‐to‐Image models generate scientifically accurate images?

No! Modern generativemodels often produce scientifically implausible results—red unripe apples,
or copper burning with a yellow flame. Moreover, multimodal models like GPT‐4o often struggle
to reliably differentiate between realistic depictions and physically implausible ones.
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Dataset: Science-T2I

We introduce Science‐T2I, a novel scientific dataset consisting of 20,000 adversarial image pairs
and 9,000 prompts. The prompts are categorized into three main types:

Implicit Prompt: Contains terms or phrases that suggest specific visual phenomena,
requiring scientific reasoning to interpret.
Explicit Prompt: A clear, descriptive reformulation of the implicit prompt that accurately
conveys the intended image.
Superficial Prompt: Offers an explicit description but lacks scientific depth, focusing on
surface‐level or simplistic interpretations.
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Templates⚛  Physics

"  Biology

#  Chemistry

e.g. “An unripe {}”

e.g. “Apple”

Prompts

e.g. “An unripe apple”

e.g. “A green apple”

Subjects

Explicit Prompt 

e.g. “A red apple”

Superficial Prompt 

Science-T2I

A green {tomato} with firm, smooth, and 
shiny skin is simple, clear, and realistic.

A red {tomato}, making it simple and 
realistic.

⚛ Ripeness

A unripe {tomato}, 
simple and realistic.

EP

IP

IP

SP

A unripe {tomato}, 
simple and realistic.

IP A green {tomato} with firm, smooth, and 
shiny skin is simple, clear, and realistic.

A red {tomato}, making it simple and 
realistic.

EP
SP

Benchmark Type Category Training Set Evaluation

Generation LMM

Commonsense‐T2I Commonsense 5 ✘ ✔ ✘
T2I‐FactualBench Commonsense 8 ✘ ✔ ✘
PhyBench Science 31 ✘ ✔ ✘

Science‐T2I (Ours) Science 16 ✔ ✔ ✔

Method: SciScore

Using Science‐T2I, we introduce SciScore, a CLlP‐based reward model that evaluates the scientific
authenticity of generated images. SciScore assigns a continuous score reflecting the scientific
plausibility of an image, based on prompt with implicit scientific concepts.

We also create two benchmarks from the Science‐T2I Dataset, Science‐T2I‐S and Science‐T2I‐C,
to evaluate how well LMMs and VLMs can distinguish real from fake scientific images.

Model Science‐T2I S Science‐T2I C

Physics Chemistry Biology Avg. Physics Chemistry Biology Avg.

Human Eval 87.67 75.85 95.29 87.01 84.71 85.40 89.14 86.02
Random Guess 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00
CLIP‐H 55.08 52.38 55.88 54.69 56.56 44.44 76.67 59.47
BLIPScore 50.35 43.08 59.86 55.00 49.78 60.00 58.33 51.54
SigLIP ViT‐SO‐14 59.63 53.17 55.94 57.23 61.48 51.11 70.00 61.67
Qwen2‐VL‐7B 60.03 67.01 68.82 63.79 66.80 50.00 90.83 69.82
LLaVA‐OV‐7B 68.22 57.82 64.71 65.05 74.59 50.00 76.67 70.26
InternVL2.5‐8B 67.80 62.24 84.41 70.79 73.77 65.56 85.83 75.33
GPT‐4o mini 61.97 73.81 86.76 70.83 69.29 70.00 90.00 74.78
GPT‐4o mini+ CoT 67.04 76.87 90.00 74.97 72.44 70.00 92.50 77.16
SciScore (ours) 94.92 80.95 100.0 93.14 86.89 91.11 100.0 91.19

Imagination: A small mound of copper carbonate powder 
on a tray with flames realistically igniting from it. The 
flames should have a warm, orange-yellow hue…

Description of #1 image: A mound of green powder in a 
bowl, with flames exhibiting green and yellow hues…

Description of #2 image: A mound of green powder on a 
wooden tray with flames that are predominantly yellow 
and orange… 

Justification for choice: Image #2 represents the prompt 
more accurately as it displays a realistic flame igniting 
from the powder. 

Final choice: the second image

Which one better aligns with and 
represents the overall meaning of 
the given prompt

Copper carbonate burns on the tray

Imagination: An ideal image of a ginkgo tree in spring 
would feature a vibrant tree with bright green leaves that 
reflect the freshness of spring…

Description of #1 image: This image depicts a ginkgo 
tree with striking golden-yellow leaves, set against a 
clearer sky filled with scattered clouds. 

Description of #2 image: This image features a large 
tree with bright yellow foliage and a sturdy black trunk…

Justification for choice: The first image better aligns with 
the prompt’s request due to the vibrant golden-yellow 
leaves representing the seasonal transition…

Final choice: the first image

Which one better aligns with and 
represents the overall meaning of 
the given prompt

A ginkgo tree in spring

T2I Model Science‐T2I S Science‐T2I C

SP EP IP ND SP EP IP ND

Stable Diffusion v1.5 19.35 26.88 22.37 40.11 22.45 28.19 23.40 16.55
Stable Diffusion XL 21.80 31.90 25.47 36.34 26.21 34.22 30.89 58.43
Stable Diffusion 3 18.99 32.53 22.31 24.52 24.01 34.65 27.88 36.37
FLUX.1[schnell] 18.45 32.87 24.43 41.47 25.12 36.05 29.66 41.54
FLUX.1[dev] 17.69 32.85 23.56 38.72 23.78 34.70 27.26 31.87

Method: Two-Stage Training Framework

To overcome the limitation of current generative models in producing scientifically accurate im‐
ages, we propose a two‐stage fine‐tuning framework. Our approach, using FLUX as the base
model, combines supervised fine‐tuning with subsequent online fine‐tuning.

For supervised fine‐tuning, we use Science‐T2I with the following training objective:
LSFT = Et,pt(z|ε),p(ε) ‖vθ(z, t) − ut(z|ε)‖2

2 (1)

For online fine‐tuning, specifically, we model the denoising process in the diffusion model as a
multi‐step Markov Decision Process (MDP):

st ! (c, t, x1−t), πθ(at | st) ! pθ(x1−∆t−t | c, t, x1−t), ρ0(s0) ! (p(c), δ0, N (0, I)) (2)

at ! x1−∆t−t, P (st+∆t | st, at) ! (δc, δt+∆t, δx1−t−∆t), r(st, at) !
{

r(x0, c) if t = 1
0 otherwise

(3)

We then adopt the DPO objective with a masking strategy, where the mask is denoted byM:
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Here, w and l denote the preferred and less preferred trajectories, respectively.
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Method Science‐T2I S Science‐T2I C

SciScore RI SciScore RI

FLUX.1[dev] 23.56 / 27.26 /
+EP 32.85 / 34.70 /
+SFT 27.43 41.66 29.49 29.97
+SFT+OFT 28.52 53.39 30.11 38.31

A bowl of water at 
sub-zero temperatures

A bowl of tea at over-
hundred temperatures

A piece of butter  
on a heated pan

A drop of red  
dye touches a napkin

A little ink added 
 to a glass of water

A unripe  
pumpkin in garden

A glass containing 
both red wine and oil.
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